Modeling Age Dependent Force of Infection From Prevalence Data Using Fractional Polynomials
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Summary

The force of infection is one of the primary epidemiological parameters of infectious diseases. For many infectious diseases it is assumed that the force of infection is age dependent. Although the force of infection can be estimated directly from a follow up study, it is much more common to have cross-sectional seroprevalence data from which the prevalence and the force of infection can be estimated. In this paper we propose to model the force of infection within the framework of fractional polynomials. We discuss several parametric examples from the literature and show that all of these examples can be expressed as special cases of fractional polynomial models. We illustrate the method on five seroprevalence samples, two of Hepatitis A, and one of Rubella, Mumps and Varicella.
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1. Introduction

Mathematical models are often used to describe the process of infectious diseases at population level (Anderson and May, [1]). Such compartmental models consist of a set of differential equations which aim to describe the flow of individuals from one disease stage to the other. In this paper, we assume the disease is irreversible, meaning that the immunity is assumed to be lifelong. We further assume that the mortality caused by the infection is negligible and can be ignored. Let \( q(a, t) \) be the fraction of susceptible individuals at age \( a \) and time \( t \). Under the assumptions stated above the partial differential equation which describes the change in the susceptible fraction at age \( a \) and time \( t \) is given by:

\[
\frac{\partial}{\partial a} q(a, t) + \frac{\partial}{\partial t} q(a, t) = -\ell(a, t)q(a, t).
\]

(1)

Here \( \ell(a, t) \) is the rate at which susceptible individuals become infected and is called the hazard or the force of infection. Note that (1) assumes that the natural death rate is zero up to the life expectancy and thereafter infinity. In a steady state, the time homogeneous form of the model, \( \frac{\partial}{\partial t} q(a, t) = 0 \) and (1) reduces to

\[
\frac{d}{da} q(a) = -\ell(a)q(a).
\]

(2)

Differential equation (2) describes the change in the susceptible fraction with the host age. This representation of the model is called the static model. The prevalence is given by \( \pi(a) = 1 - q(a) \). Throughout this paper the term “prevalence” is used to mean “prevalence of serological marker of past infection”, or “prevalence of immune”.

In practice, the force of infection can be estimated from a seroprevalence cross-sectional sample.
Figure 1 shows five datasets that will be discussed in this paper. The Rubella and the Mumps datasets were used by Farrington [2] to illustrate the use of nonlinear models for estimating the force of infection. Keiding [3] used the Hepatitis A dataset from Bulgaria to illustrate the use of isotonic regression as a nonparametric approach to estimate the prevalence and the force of infection. Shkedy et al. [4] used the Hepatitis A dataset from Belgium to illustrate the use of local polynomials as a nonparametric method to estimate both the prevalence and the force of infection. This dataset consists of 3161 individuals with age range between 1 and 86 years old, sampled in 1993 in Belgium. For more details about the sample we refer to Beutels et al. [5]. Lastly, the Varicella dataset consists of 1673 individuals with age range from 1 to 44 years old that was sampled in Belgium between October 1999 to April 2000. For more details about this study we refer to Thiry et al. [6].

Muench [7] suggested to model the infection process with a catalytic model, in which the distribution of the time spent in the susceptible class is exponential with rate $\beta$. The force of infection in this case, $\beta$, is age independent. Under the catalytic model $q(a) = e^{-\int_0^a \beta ds} = e^{-\beta a}$ and $\frac{dq}{da} = -\beta e^{-\beta a}$. Griffiths [8] proposed a model for measles in which the force of infection increases linearly in the age range 0–10. Grenfell and Anderson [9] extended the model further and used polynomial functions to model the force of infection. Their model assumes that $q(a) = e^{-\sum \beta_i a^i}$ which implies that the force of infection is $\ell(a) = \sum \beta_i i a^{i-1}$. For the general case the solution for (2) under the catalytic model is $q(a) = e^{-\gamma(a)}$, where $\gamma(a) = \int_0^a \ell(s) ds$ is the cumulative hazard.

One problem that arises when a higher order polynomial model is fitted is that the estimate
for the force of infection can get negative. In fact, a force of infection estimate turns negative whenever the estimated probability to be infected before age \( a \) is a nonmonotone function. One solution to this problem is to define a nonnegative force of infection, \( \ell(a, \beta) \geq 0 \) for all \( a \), and to estimate \( \pi(a) \) under these constraints. Farrington [2], Farrington et al. [10] and Edmunds et al. [11] applied this method for measles, mumps and rubella, using a nonlinear model for \( \pi(a) \). Other parametric models, fitted within the framework of generalized linear models (GLM) with binomial error (McCullagh and Nelder [12]), were discussed by Becker [13], Diamond and McDonald [14] and Keiding et al. [15] who used models with complementary log-log link function in order to parameterize the prevalence and the force of infection as a Weibull model. Becker [13] suggested to model a piecewise constant force of infection by fitting a model with log link. For the case that other covariates, in addition to age, are included in the model, Jewell and Van Der Laan [16] proposed, in the context of current status data, a proportional hazard model with constant force of infection which can be fitted as a GLM with complementary log-log link. Grummer-Strawn [17] discussed two parametric models, the first being a Weibull proportional hazard model with complementary log-log link and the second being a log-logistic model with logit link function. For the latter, the proportionality in the model is interpreted as proportional odds.

A nonparametric method was discussed by Keiding [3] who used isotonic regression to estimate the prevalence and applied kernel smoothers to estimate the force of infection. Keiding et al. [15] proposed to model the force of infection using natural cubic splines. Recently Shkedy et al. [4] proposed to use local polynomials to estimate both the prevalence, \( 1 - q(a) \), and the force of infection.

Shiboski [18] proposed a semiparametric model, based on generalized additive models (Hastie
and Tibshirani [19]), in which the dependency of the force of infection and age is modeled nonparametrically and the covariate effect is the parametric component of the model. Depending on the link function, the model proposed by Shiboski [18] assumes proportionality; proportional hazard (complementary log-log link) or proportional odds (logit and probit links). Other semiparametric models were proposed by Rossini and Tsiatis [20], Martinussen and Scheike [21] and Lin, Oakes and Ying [22].

In this paper we restrict the discussion to parametric models for which the only covariate in the model is the host age. In Section 2 we describe a general age-dependent model for the force of infection, based on prevalence data. Section 3 discusses fractional polynomials as a flexible parametric approach to model the force of infection. The method is applied within the framework of generalized linear models for binary response. In Section 4 we apply the method to the datasets mentioned above. The models in Section 4 assume a logistic form of $q(a)$ and were fitted with the logit link function. In Section 5 we modify this assumption and model the force of infection with fractional polynomial for which $q(a) = \exp(-\gamma(a))$.

2. Age-Dependent Force of Infection

Consider an age-specific cross-sectional prevalence sample of size $N$ and let $a_i$ be the age of the $i$th subject. Instead of observing the age at infection we observe a binary variable $Y_i$ such
that

\[ Y_i = \begin{cases} 
1 & \text{if subject } i \text{ had experienced infection before age } a_i, \\
0 & \text{otherwise.} 
\end{cases} \]  

(3)

With \( \pi(a_i) \) be the probability to be infected before age \( a_i \), \( \pi(a_i) = 1 - q(a_i) \), the log likelihood is given by

\[ L(\beta) = \sum_{i=1}^{N} Y_i \log \{ \pi(a_i) \} + (1 - Y_i) \log \{ 1 - \pi(a_i) \} . \]  

(4)

Here, \( \pi(a) = g^{-1}(\eta(a)) \), where \( \eta(a) \) is the linear predictor and \( g \) is the link function. For binary responses, \( g \) is often taken to be a logit link function, \( \log(\pi/(1 - \pi)) \), but other link functions such as the complementary log-log link, \( \log(-\log(1 - \pi)) \), and log link, \( -\log(1 - \pi) \), can be used as well. The models proposed by Muench [7], Griffiths [8] and Grenfell and Anderson [9] assume \( g \) to be the log link function (for \( 1 - \pi \)) and \( \eta(a) = \sum_{i=0}^{k} \beta_i a_i \), where \( k \) is equal to 1 (Muench), 2 (Griffiths) and \( K \) (Grenfell and Anderson). Using a model with log link function leads to a simple interpretation of the first derivative of the linear predictor. Indeed, \( \eta(a) \) is the cumulative hazard and therefore the force of infection is simply the first derivative of the linear predictor. Under the catalytic model \( \pi(a) = 1 - e^{-\eta(a)} \), using the definition for the hazard rate, we get

\[ \ell(a) = \frac{\pi'(a)}{1 - \pi(a)} = \frac{\eta'(a)e^{-\eta(a)}}{e^{-\eta(a)}} = \eta'(a). \]  

(5)

In the general case, when the link function is not restricted to be the log link, the force of infection can still be derived according to (5). It is easy to see that for the binomial distribution, the force of infection can be expressed as a product of two functions:

\[ \ell(a) = \eta'(a)\delta(\eta(a)), \]  

(6)
where the form of $\delta(\cdot)$ is determined by the link function $g$. Table 1 shows three possible link functions with their corresponding structure for the force of infection.

**TABLE 1, ABOUT HERE.**

3. Fractional Polynomial Models for Binomial Data

3.1. Motivating Example

We consider a cross-sectional prevalence sample of hepatitis A ($N = 3161$), taken in 1993 and at the beginning of 1994 from 11 hospitals in Belgium. We consider two generalized linear models with logit and complementary log-log link functions. For both link functions the model was fitted using the stepwise selection procedure. For the logit model the linear predictor is $\eta(a) = \beta_0 + \beta_1 a + \beta_2 a^3$. This model has a deviance of 82.74 on 83 degrees of freedom. For the complementary log-log model $\eta(a) = log(\beta_0) + \beta_1 a^2 + \beta_2 a^3$. The deviance of this model is 81.41 on 83 degrees of freedom. The force of infection of these models can be derived from Table 1. Although both models fit the data well, Figure 2 shows that both models predict negative forces of infection at the higher age groups.

**Figure 2, ABOUT HERE.**

3.2. Fractional Polynomials

The motivation to model the force of infection with fractional polynomials is to allow for flexible changes in the force of infection over the age of the host. Indeed, high order conventional polynomials offer a wide range of curve shapes but often fit the data badly at the extremes of the observed age. Moreover, conventional polynomials do not have asymptotes and fit the data...
poorly whenever asymptotic behavior of the infection process is expected. Royston and Altman [23] introduced the family of fractional polynomials as a generalization of the conventional polynomials class of functions. In the context of binary responses, a fractional polynomial of degree \( m \) for the linear predictor is defined as

\[
\eta_m(a, \beta, p_1, p_2 \ldots p_m) = \sum_{i=0}^{m} \beta_i H_i(a),
\]

(7)

where \( m \) is an integer, \( p_1 \leq p_2 \leq \cdots \leq p_m \) is a sequence of powers and \( H_i(a) \) is a transformation function given by

\[
H_i(a) = \begin{cases} 
  a^{p_i} & \text{if } p_i \neq p_{i-1} \\
  H_{i-1}(a) \times \log(a) & \text{if } p_i = p_{i-1}
\end{cases}
\]

(8)

with \( p_0 = 0 \) and \( H_0 = 1 \). Royston and Altman [23] argued that, in practice, fractional polynomials of order higher than 2 are rarely needed and suggested to choose the value of the powers from the set \( \{-2, -1, -0.5, 0, 0.5, 1, 2, \max(3, m)\} \). We note that for models with log link function \( \eta_1(a, \beta, p = 1) \) is Muench’s model, \( \eta_2(a, \beta, p_1 = 1, p_2 = 2) \) corresponds to the model proposed by Griffiths [8] and the models considered by Grenfell and Anderson [9] have the general form of \( \eta_m(a, \beta, p_1, p_2 \ldots, p_m) \) with \( p_i = i \) for \( i = 1, 2, \ldots, m \).

**Table 2, About Here.**

Table 2 shows a selection of parametric models discussed in the literature and their representation as fractional polynomials. For example, the model proposed by Keiding [15] is a first order fractional polynomial with \( p = 0 \). The model with linear force of infection can be parameterized as first order fractional polynomial with complementary log-log link for
which \( p = 0 \) with the constrained that \( \beta_1 = 2 \). In this case \( \ell(a) = 2\beta_0a \) which implies that the force of infection is zero at birth and increases linearly thereafter. The models presented by Grummer-Strawn (1993) and Jewell and Van Der Laan (1995) included other covariates in addition to age. For these models \( \eta(m, p, \beta) \) is the fractional polynomial used to model the dependency of prevalence on age. For the models discussed in Grummer-Strawn, we do not include the adjusted parameter in our analysis since it is assumed that susceptibility is 100\% at birth. The models discussed by Grummer-Strawn (1993) and Jewell and Van Der Laan (1995) were used in the context of current status data. When these models are implemented for infectious disease data they resulting constant, monotone or flexible force of infection.

3.3. Model Selection

Within the fractional polynomials framework the deviance of the model with \( \eta_1(a, \beta, 1) \) is taken to be the baseline deviance and improvement by other models is measured by

\[
G(m, p) = D(1, 1) - D(m, p),
\]

where \( D(m, p) \) is the deviance of the model with fractional polynomial of order \( m \) and a sequence of powers, \( p = (p_1, p_2, \ldots, p_m) \). Note that a large value of \( G \) indicates a better fit.

Fitting models within the framework of fractional polynomials requires to start the modeling procedure from first order fractional polynomials. To decide whether a model of first degree is adequate or a second degree model is needed, Royston and Altman [23] recommend to use the criterion \( D(1, \hat{p}) - D(2, \hat{p}) > \chi^2_{2,0.9} \) where \( \hat{p} \) is the power sequence for the model that has the best goodness-to-fit (hence, the model with the highest likelihood or, equivalently, the smallest deviance).
3.4. Constrained Fractional Polynomials

Although fractional polynomials provide a wide range of curve shapes, there is no guarantee that \( \pi(a) \) will be a monotone function of age and therefore fractional polynomials can still result in a negative estimate for the force of infection. It is clear from Table 1 that the estimate for the force of infection is negative whenever \( \eta_m'(a, \hat{\beta}, p) < 0 \) (since \( \delta(\eta_m(a, \hat{\beta}, p)) \) is strictly positive). Therefore, one should fit model (7) subject to the constraint that \( \eta_m'(a, \hat{\beta}, p) \geq 0 \), for all ages \( a \) in the predefined range. In the framework of fractional polynomials this cannot be done analytically. But in practice, one can fit a large number of fractional polynomials, over a grid of powers, and check for each fitted model if \( \eta_m'(a, \hat{\beta}, p) \geq 0 \), for all ages \( a \). In case that a given sequence of powers leads to a negative derivative of the linear predictor, the model is not considered an appropriate model. This means that we choose the model with the best goodness-to-fit among all fractional polynomials for which \( \eta_m'(a, \hat{\beta}, p) \geq 0 \).

4. Application to the Data

In this section, we apply our method to the datasets mentioned above. For each dataset, first and second order fractional polynomials were fitted and the criterion proposed by Royston and Altman [23] was used to decide whether the second order model is needed or not. Table 3 presents the deviance and gain values for the best first order fractional polynomials. Clearly, for all datasets except the Bulgarian dataset, first order fractional polynomials are not adequate and second order fractional polynomials are required. For the first order models, the gain values in Table 3 also indicate that, for all datasets except the Bulgarian dataset, the first order fractional polynomials with \( p = 1 \) are not adequate and other powers are needed.
4.1. Hepatitis A

The upper two panels in Figure 3 show the estimated models for the prevalence and the force of infection for Hepatitis A in Belgium. Confidence intervals for the force of infection were obtained using the nonparametric bootstrap for binary data (Efron and Tibshirani, [24], Davison and Hinkley, [25]). We used the quantile method in order to calculate (pointwise) 95% confidence intervals, as shown in Figure 3. Specifically, $B$ bootstrap samples were generated by resampling the original pairs (with replacement, each sample containing $N$ pairs $(a_i^*, Y_i^*)$) and $(1-2\alpha)\times100\%$ percentile confidence intervals $(\hat{\ell}^*(a)_{[(B+1)\alpha]}, \hat{\ell}^*(a)_{[(B+1)(1-\alpha)]})$ were calculated, where $\hat{\ell}^*(a)_{[(B+1)\alpha]}$ is the $[(B+1)\alpha]$th order statistic of the bootstrap replicated local forces of infection $\hat{\ell}^*_1(a), \ldots, \hat{\ell}^*_B(a)$.

The constrained model with the best goodness-of-fit has a gain value of 51.94 and $p = (1, 1.3)$. For this model the deviance is 97.61 on 81 degrees of freedom. The estimated force of infection reaches a peak at age 40 ($\ell(40) = 0.04159$) and drops down thereafter.

For the Bulgarian dataset, the second order fractional polynomial with $p = (1.9, 1.9)$ has a deviance of 77.77 on 78 degrees of freedom. This model suggests that the force of infection is maximal at age 41.5 ($\ell(41.5) = 0.0815$). However, the first order fractional polynomial is to be preferred since $D(1, p) - D(2, p) = 1.74$. Interestingly, the first order fractional polynomial with $p = 1$ and logit link is just a simple linear logistic regression model. For this model $\ell(a) = \beta_1 \pi(a)$ such that it predicts an upward trend for the force of infection.
4.2. Varicella

The upper two panels in Figure 4 show the estimated model for both prevalence and force of infection for the Varicella dataset. The deviance of the model is 43.90 on 39 degrees of freedom and \( p = (-0.6, -0.7) \). For varicella, the force of infection reaches a maximum at age 3 with value \( \ell(3) = 0.324 \) and drops down thereafter. At age 44 the force of infection is estimated to be 0.0214.

4.3. Rubella and Mumps

For Rubella, the fractional polynomial model with \( p = (-0.9, -0.4, ) \) has the best goodness-of-fit with a deviance of 42.34 on 39 degrees of freedom. For Mumps, the model with the best goodness-to-fit uses power \( p =(-1.2,-0.9,) \). For this model, the deviance is 47.94 on 39 degrees of freedom. Figure 4 (middle panels) show that for Rubella the force of infection rises to a peak at age 6.5 \( \ell(6.5) = 0.1415 \). For Mumps, the force of infection reaches a maximum value at age 4.5, \( \ell(4.5) = 0.317 \).

Figure 4, About Here.

5. Influence of the Link Function

In the previous section, all models were fitted with the logit link function. In this section, we consider models of the general form \( \pi(a) = 1 - \exp(-\gamma(a)) \). More precisely, for the first order
fractional polynomials we specify

\[
\pi(a) = \begin{cases} 
1 - \exp\left(-\beta_0 e^{\beta_1 H(a)}\right) & p \neq 0, \\
1 - \exp\left(-\beta_0 a^{\beta_1}\right) & p = 0.
\end{cases}
\]  

(10)

For the second order fractional polynomials, we consider the following specification

\[
\pi(a) = 1 - \exp\left(-\beta_0 e^{\beta_1 H_1(a) + \beta_2 H_2(a)}\right),
\]

(11)

with corresponding linear predictor

\[
\eta_2(a, \beta, p_1, p_2) = \log(\beta_0) + \beta_1 a^{p_1} + \beta_2 a^{p_2} \quad \text{if } p_1 \neq p_2,
\]

(12)

\[
\eta_2(a, \beta, p_1, p_2) = \log(\beta_0) + \beta_1 a^{p_1} + \beta_2 a^{p_1} \log(a) \quad \text{if } p_1 = p_2.
\]

We note that the models specified in (10) and (11) are GLM with a complementary log-log link function. The first order model specified in (10) with \( p = 0 \) implies a Weibull distribution for the time spent in the susceptible class. Such a Weibull model was used by Keiding [15] to model the force of infection for Rubella from an Austrian seroprevalence sample. A model with a constant force of infection is a special case of a first order fractional polynomial with complementary log-log link function with \( \beta_1 \) fixed at value 1; in that case \( \eta(a, \beta) = \log(\beta_0) + \log(a) \). Such a model was used recently by Farrington [10] to model the force of infection for Hepatitis A in Bulgaria. Furthermore, a model with linear force of infection is a first order fractional polynomial with \( p = 0 \) and \( \beta = 2 \).

Figure 5 shows the estimated forces of infection for all datasets (except the Bulgarian dataset) when the optimal fractional polynomials were fitted with logit (solid lines) and complementary...
log-log link functions (dashed lines). We note that although the power sequence had changed, the change of the link function has only little influence on the estimated forces of infection. For example, the deviance of the model for Varicella is 44.04 on 39 degrees of freedom and $p = (-1.3, -0.9)$ but the estimated force of infection is the same for the logit and complementary log-log models.

**Figure 5, About Here.**

Figure 6 shows the estimated prevalence and force of infection for Hepatitis A in Bulgaria. For the first order models, the best fractional polynomial has a deviance of 82.75 on 80 degrees of freedom and $p = 0.5$. The force of infection for this model steeply increases with age. Similar to the models with logit link, a second order fractional polynomial is not needed. Since models with different link function are not nested, we use the Akaike’s information criterion (AIC) for model selection (Akaike [26]. The smallest value of AIC, 382.83, is obtained for the first order logit model (see Table 4). We note that the upward trend of the force of infection estimated by the first order logit model was already observed by Groeneboom [27] in his discussion of Keiding’s paper.

**Table 4 and Figure 6, About Here.**

6. Discussion

The estimation of the force of infection from serological data requires to make some assumptions about the disease under consideration. While the assumptions of type I mortality (Anderson and May [1]), life-long immunity and negligible mortality caused by the infection hold for most common childhood diseases (e.g., see Section 2 in [10]), the assumption
about time homogeneity of the force of infection is more difficult to maintain for infections that have undergone changes in infectivity or transmissibility (for instance through changed human behaviour). Farrington et al. [10] developed their methods for the estimation of the reproductive number assuming that the infection fluctuates around stationary equilibria, i.e., that the number of infected individuals varies around an average which remains constant over time. Under this assumption the force of infection is assumed to be time independent and one can safely use serological data to estimate the force of infection. However, if the force of infection changes over time, a single serological dataset is not sufficient to estimate an age-dependent force of infection since time and age are then confounded and one cannot separate age and time effects on the force of infection. For that reason the interpretation of the curve in Figure 3 as the age-dependent force of infection can be misleading since it is well known (e.g., Beutels et al. [5]) that the feco-oral transmission of hepatitis A changed over the last 40 years in most industrialised countries (including Belgium), mainly due to improved hygiene. This has resulted in an increase in the average age at infection. In view of this, it seems clear that the force of infection for hepatitis A did not remain constant over time. Hence, the estimated curve for the force of infection in Figure 3 reflects changes in the force of infection over both age and time.

Age and time dependent force of infection can be estimated using a series of serological datasets. Ades and Nokes [31] used several GLMs to model age and time dependent force of infection for a series of seroprevalence sample of toxoplasmosis. Nagelkerke et al. [32] proposed a semiparametric model in which the time (the year of birth) was included as a covariate in the model and the time effect was estimated parametrically using a proportional hazard model which was applied to a series of tuberculin surveys.
It is noteworthy that all the other datasets we explored to demonstrate our methods were on airborne infections (mumps, rubella and varicella). The assumption of time homogeneity is much more likely to hold for these infections, because of their transmission characteristics (i.e., via air droplets during inter-human contacts). Indeed, it seems unlikely that patterns of inter-human contacts have changed fundamentally enough to impact on the age-specific acquisition of these viruses through the air. This seems particularly the case for those under 12 years of age, who mostly incur these infections. The age-specific force of infection curves for these are thus not purely academic, but may be informative for health policy.

In this paper we focus on estimation of the force of infection from a single seroprevalence dataset assuming that the infections are in the steady state. We have shown that modeling the prevalence and the force of infection with fractional polynomials is a very flexible method, allowing a variety of different types of relationships between the force of infection and age.

The method can compete with nonparametric smoothers while keeping the attractive features of parametric models. Furthermore, we have shown that well known parametric models for the distribution of the age at infection, such as exponential, Weibull and log-logistic distributions, can be expressed as a special case of fractional polynomials. For models with complementary log-log link function, the curve shape of the force of infection depends on the slope of the first order fractional polynomial with $p = 0$. Therefore, we need to fit the model $\eta_1(a, \beta, p = 0)$ and to check the parameter estimate for $\beta_1$. The force of infection is constant if $\beta_1 = 1$, linear if $\beta_1 = 2$ and monotone if $\beta_1 \neq 1$. Thus, by fitting a large number of fractional polynomials with logit and complementary log-log link function we account for the possibility of constant, linear, monotone or flexible curve shapes for the force of infection. However, we do not require the force of infection to have a specific curve shape in advance, the choice is data-driven.
In case that other covariates, in addition to age, are included, the following semiparametric additive model parameterizes the prevalence as

$$\text{link}(\pi(a)) = \phi(a) + Z\alpha,$$

(13)

where \(Z\) is the additional categorical covariate(s). The nonparametric component of the model, \(\phi(a)\), is used to model the dependency of \(\pi(a)\) on age while \(Z\alpha\), the parametric component of the model, is used to model the covariate effects. In order to ensure a nonnegative estimate for the force of infection, one needs to estimate \(\pi(a)\) with a nondecreasing function. This can be done by applying the pool adjacent violators algorithm (Barlow et al.\[28\] and Robertson [29]) to the data. This approach has been followed by Grummer-Strawn [17] and Shiboski [18].

Within the framework of fractional polynomial we can replace the nonparametric component of the model with a fractional polynomial

$$\text{link}(\pi(a)) = \eta_m(a, p, \beta) + Z\alpha,$$

where \(\eta_m(a, p, \beta)\) is the fractional polynomial modeling the dependence on age. Similar to the semiparametric model in (13), depending on the link function, this model implies proportionality. For example, suppose that \(Z\) is binary variable, then for models with complementary log-log link we get \(\ell(a|Z = 1) = \exp(\alpha)\ell(a|Z = 0)\) and for models with logit link we obtain \(\ell(a|Z = 1)/\ell(a|Z = 0) = \alpha q(a|Z = 0)/q(a|Z = 1)\).

All models discussed above are generalized linear models which imply that standard software, such as PROC GENMOD in SAS or the function \texttt{glm()} in Splus, can be used. Although our method requires to fit a large number of fractional polynomials and to choose the one with the best goodness-of-fit, the modeling procedure is not time consuming. In fact, the optimal fractional polynomial for each dataset was found in less than 3 minutes.
The models reported in this paper were fitted with a sequence of powers from -2 to 3 with an increment of 0.1. Of course, when a more sensitive grid is used the final powers of the best model will be slightly different. For example, for Hepatitis A the best second order fractional polynomial, fitted using a grid with increment of 0.02, has powers 1.132653 and 1.153061 with deviance 97.44. However, the force of infection is the same as for the model with $p = (1, 1.3)$ (maximal of absolute difference between the forces of infection is $5.68 \times 10^{-5}$). The problem of estimating a negative force of infection was addressed by fitting constrained fractional polynomials by excluding models that lead to a negative force of infection as appropriate models. In our opinion, blind use of conventional linear predictors to model the force of infection can yield misleading results. Flexible models should be considered and the family of fractional polynomials offers an interesting choice. They can also be used as an exploratory tool or to perform a sensitivity analysis of a particular parametric model that, for instance, reflects prior information about the force of infection.
REFERENCES


Copyright © 200 John Wiley & Sons, Ltd.

*Statist. Med.* 200; 0000:0-0

Prepared using simauth.cls
Table I. *General forms for the force of infection.*

<table>
<thead>
<tr>
<th>Link function</th>
<th>( \pi(a) )</th>
<th>( \ell(a) )</th>
<th>( \delta(\eta(a)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>log</strong></td>
<td>( 1 - e^{-\eta(a)} )</td>
<td>( \eta'(a) )</td>
<td>( 1 )</td>
</tr>
<tr>
<td><strong>Complementary log-log</strong></td>
<td>( 1 - e^{-e^{\eta(a)}} )</td>
<td>( \eta'(a)e^{\eta(a)} )</td>
<td>( e^{\eta(a)} )</td>
</tr>
<tr>
<td><strong>logit</strong></td>
<td>( \frac{e^{\eta(a)}}{1 + e^{\eta(a)}} )</td>
<td>( \eta'(a) \frac{e^{\eta(a)}}{1 + e^{\eta(a)}} )</td>
<td>( \frac{e^{\eta(a)}}{1 + e^{\eta(a)}} )</td>
</tr>
</tbody>
</table>
Table II. *Parametric models presented in the literature and their corresponding force of infection.*

<table>
<thead>
<tr>
<th>Publication</th>
<th>Force of infection</th>
<th>Fractional polynomial</th>
<th>Link function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Munch (1959), Farrington (2001),</td>
<td>constant</td>
<td>$\eta(m = 1, p = 0, \beta_1 = 1)$</td>
<td>cloglog</td>
</tr>
<tr>
<td>Jewell and Van der laan (1995)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Griffiths (1974)</td>
<td>linear</td>
<td>$\eta(m = 1, p = 0, \beta_1 = 2)$</td>
<td>cloglog</td>
</tr>
<tr>
<td>Grenfell and Anderson (1985)</td>
<td>polynomial</td>
<td>$\eta(m = k, p_i = i)$</td>
<td>log</td>
</tr>
<tr>
<td>Keiding (1996), Becker (1989),</td>
<td>weibull</td>
<td>$\eta(m = 1, p = 0, \beta)$</td>
<td>cloglog</td>
</tr>
<tr>
<td>Diamond and McDonald (1992),</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grummer-Strawn (1993)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grummer-Strawn (1993)</td>
<td>flexible</td>
<td>$\eta(m = 1, p = 0, \beta)$</td>
<td>logit</td>
</tr>
</tbody>
</table>
Table III. *Deviance and Gain values for first and second order fractional polynomials with logit link function.*

<table>
<thead>
<tr>
<th>Dataset</th>
<th>df</th>
<th>Deviance</th>
<th>( p )</th>
<th>( G(1,p) )</th>
<th>df</th>
<th>Deviance</th>
<th>( p_1, p_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hepatitis A (Be)</td>
<td>83</td>
<td>115.34</td>
<td>0.32</td>
<td>34.21</td>
<td>81</td>
<td>97.61</td>
<td>1.0,1.3</td>
</tr>
<tr>
<td>Hepatitis A (Bul)</td>
<td>80</td>
<td>79.51</td>
<td>1</td>
<td>0</td>
<td>78</td>
<td>77.77</td>
<td>1.9,1.9</td>
</tr>
<tr>
<td>Varicella</td>
<td>41</td>
<td>50.94</td>
<td>0.07</td>
<td>69.59</td>
<td>39</td>
<td>43.90</td>
<td>-0.7,-0.6</td>
</tr>
<tr>
<td>Rubella</td>
<td>41</td>
<td>56.28</td>
<td>0.03</td>
<td>165.13</td>
<td>39</td>
<td>42.34</td>
<td>-0.9,-0.4</td>
</tr>
<tr>
<td>Mumps</td>
<td>41</td>
<td>82.31</td>
<td>-0.2</td>
<td>516.88</td>
<td>39</td>
<td>47.94</td>
<td>-1.2,-0.9</td>
</tr>
</tbody>
</table>
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Table IV. Deviance summaries of the fitted models for the Bulgarian Hepatitis A dataset. The Weibull model has 81 degrees of freedom since in this case $p = 0$, the exponential model with constant force of infection has 82 degrees of freedom since we fixed both $p$ and $\beta$.

<table>
<thead>
<tr>
<th>Model (link)</th>
<th>df</th>
<th>Deviance</th>
<th>$p$</th>
<th>Likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second order(logit)</td>
<td>78</td>
<td>77.77</td>
<td>1.9, 1.9</td>
<td>375.967</td>
<td>385.96</td>
</tr>
<tr>
<td>First order (logit)</td>
<td>80</td>
<td>79.51</td>
<td>1</td>
<td>376.83</td>
<td>382.83</td>
</tr>
<tr>
<td>Second order(cloglog)</td>
<td>78</td>
<td>79.21</td>
<td>1.3, 1.3</td>
<td>376.68</td>
<td>386.68</td>
</tr>
<tr>
<td>First order (cloglog)</td>
<td>80</td>
<td>82.75</td>
<td>0.5</td>
<td>378.45</td>
<td>384.44</td>
</tr>
<tr>
<td>First order (cloglog)</td>
<td>81</td>
<td>94.40</td>
<td>0 ($\beta_1 \neq 1$)</td>
<td>384.27</td>
<td>388.27</td>
</tr>
<tr>
<td>First order (cloglog)</td>
<td>82</td>
<td>94.67</td>
<td>0 ($\beta_1 = 1$)</td>
<td>384.41</td>
<td>386.41</td>
</tr>
</tbody>
</table>
Figure 1. Five cross sectional seroprevalence datasets.
Figure 2. Hepatitis A in Belgium. Left panel: data and estimated models for the prevalence. Right panel: estimated forces of infection. Solid line: model with logit link function. Dashed line: model with complementary log-log link function.
Figure 3. Hepatitis A in Belgium (upper panels) and in Bulgaria (lower panels). Confidence intervals are based on 1000 bootstrap samples ($B=1000$).
Figure 4. Varicella, Rubella and Mumps. Confidence intervals are based on 1000 bootstrap samples ($B=1000$).
Figure 5. Force of infection for second order fractional polynomial with logit (solid line) and complementary log-log link functions (dashed line). For the complementary log-log model, the power sequence are $p=(0.5,0.9)$, $p=(-1.3,-0.9)$, $p=(-1.6,-1.5)$ and $p=(-1.2,-0.9)$ for Hepatitis, Varicella, Mumps and Rubella respectively.
Figure 6. Hepatitis A in Bulgaria, models with complementary log-log link function. First order fractional polynomials with logit and complementary log-log link function (FP(m=1)-logit and FP(m=1)-cloglog respectively). The models with constant and Weibull force of infection were both fitted with complementary log-log link function and $p = 0$. 
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